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ABSTRACT 
 
Eye gaze estimation aims to find the point of gaze which is basically,” where we look”. 

Estimating the gaze point plays an important role in many applications with varying usage. 

Gaze estimation is used in automotive industry to ensure safety. In the field of retail shopping 

and online marketing gaze estimation is used to analyse the consumer’s interest and focus. Gaze 
estimation is also used for psychological tests and in healthcare for diagnosing some of the 

neurological disorders. This also has a significant role to play in the field to entertainment. 

There are multiple ways by which eye gaze estimation can be done. This paper is about a 

comparative study done on two of the popular methods for gaze estimation using eye features. 

An infra-red camera is used to capture data for this study. Method 1 tracks corneal reflection 

centre w.r.t the pupil centre and method 2 tracks the pupil centre w.r.t the eye centre to estimate 

gaze. There are advantages and disadvantages with both the methods which has been looked 

into. Choosing the right method for gaze estimation hence depends on the type of application, 

precision required and many other factors including environmental conditions. This paper can 

act as a reference for researchers working in the same field 
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1. INTRODUCTION 
 

Eye gaze estimation tells a lot about the attention and the focus of the person. This information is 
useful in various ways in various fields and there are different ways by which gaze estimation is 

performed in accordance with the performance requirement. It is important for the web designers 

to understand where people gaze most on the screen and where not. This information helps them 
to place the right buttons at the right place. In healthcare the information about eye gaze variation 

helps to diagnose some of the neurological disorders and some of the developmental disorders 

like autism. In automobile industry gaze estimation of the driver helps to find out if he is attentive 

enough on the road or not. Gaze estimation is also used in the field of augmented or virtual 
reality. Vision aided applications also make use of eye gaze estimation to help the user. 

 

There are different ways by which gaze estimation can be done. Some of the methods uses 
wearable gadgets whereas some doesn’t. Analysing the movement of eye features is the 

underlying principle in all of the gaze estimation systems. Analysing the movement of pupil w.r.t 

the eye and the movement of corneal reflection w.r.t the pupil has gained a lot of attraction 
because of its simplicity and easiness. This movement of the eye features has been interpreted 

mathematically in various ways. Some of the methods like polynomial fitting and Gaussian 

fitting are widely used.  
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With the increasing popularity and usability of gaze estimation, the accuracy and efficiency of 
gaze estimation is also important. The amount of accuracy and efficiency required can be 

different from one application to another application. Also, the minimum gaze angle to be 

measured varies with the kind of application it is used for. For example, in the case of a 

graphical user interface (GUI) developer the gaze angle measurement has to be more 

accurate when compared to the gaze estimation of a driver. Since, for a driver it may not 
be so important to understand precisely at which point on the road or outside environment he is 

gazing at. Whereas for a GUI developer it is important to understand precisely at which point on 
the screen the person is looking at. The type of environment and the lighting also plays a 

significant role in the selection of sensor and method for gaze estimation. The lighting variation 

inside a car can be large when compared to an indoor environment and hence the technology 

suiting the GUI developer for gaze estimation might not fit for driver gaze estimation. In case of 
person wearing spectacles or goggles gaze estimation is challenging and sometimes impossible 

when the eyes are fully occluded. For accurate estimation of eye gaze and for gaze estimation 

under challenging scenarios more sophisticated devices and techniques are used.  
 

There is intense research happening over decades to improve the eye gaze estimation 

performance. Recent trends and developments happening in gaze estimation is present in [3], [4], 

[5]. In [1] visible light is used to obtain the corneal reflection instead of IR lighting. An efficient 
method of using geometric transforms in homography normalization (HN) method when corneal 

reflections are lesser than 4 in number is present in [6]. The possibility of accurately detecting 

and tracking human gaze based on the head pose information extracted by an RGB-D device is 
present [7]. A mapping function based on artificial neural networks is used in [8]. How well 

Gaussian process adapt to the non-linearity in eye movement over polynomial regression is 

presented in [2]. In [9] Fourier descriptors are used to describe the appearance-based features of 
eyes compactly. Shape and intensity based deformable eye pupil-centre detection and movement 

decision algorithms is present in [10]. An effective way of estimating eye gaze from the elliptical 

features of one iris is described in [11]. An investigation on the effect of gaze position on pupil 

size estimation by three common eye-tracking systems is presented in [12]. A low-cost system 
which uses web camera and open source Computer Vision Library Open CV is proposed in [13]. 

In [14] and [15] review of different eye tracking systems for diagnostic interpretation is 

presented. A review of eye gaze estimation techniques and applications for consumer products, 
which has progressed in diverse ways over the past two decades is presented in [16]. In [17] a 

new hardware friendly, convolutional neural network (CNN) model with minimal computational 

requirements is introduced and assessed for efficient appearance-based gaze estimation. 

 
In this paper two of the popular gaze estimation methods are compared. Method 1 will be referred 

to as ’corneal reflection-based gaze estimation’ and method 2 will be referred to as ’pupil-based 

gaze estimation’ in the rest of the paper. Pupil based gaze estimation doesn’t need an infra-red 
(IR) camera for gaze estimation whereas corneal reflection-based method needs an IR camera to 

function. But for comparison purpose data captured from an IR camera is used for both pupil 

based and corneal reflection-based analysis as both the eye features are visible in IR data. This 
paper is hence a comparison of what can be achieved with an IR camera and without an IR 

camera. Both the methods have advantages and disadvantages which will be discussed in detail in 

further sections 

 

2. EYE FEATURES AND CORNEAL REFLECTION 
 

For pupil-based gaze estimation method features of the eye like pupil centre and eye corner 

points are used for gaze estimation. For corneal reflection-based method features of the eye like 



Computer Science & Information Technology (CS & IT)                                327 

iris, pupil centre and the bright spot formed by the IR illuminators on the eye are used for gaze 
estimation. Figure 1 shows the eye features and corneal reflection.  

 

 
 

Figure 1. Eye features and corneal reflection. 

 

3. CAMERA SETUP AND DATA CAPTURE 
 
An IR camera is placed in between the person and a fixed pattern. The fixed pattern has markings 

in both vertical and horizontal directions to gaze at. To compare the pupil movement and corneal 

reflection movement images of eyes are captured using the IR camera looking at the frontal face 
of the person. The camera set up consists of an IR lens, set of IR illuminators that emits IR 

radiation within a specific bandwidth and an IR filter that allows only the radiation falling in this 

specific bandwidth to pass through. This set up minimizes image quality variations caused by 
surrounding illumination changes. Figure 2 shows the fixed pattern and the camera setup used for 

capturing data.  

 

 
 

Figure 2. Fixed pattern to gaze at Images of eyes at different gaze angle are captured using the IR camera.  

 
When the gaze changes from one point to the next point on the fixed pattern only the eyes are 

moved without any head movement. Sets of images are captured with eye gaze varying in 

horizontal direction from left to right with an offset of 5 degree and the vertical gaze angle kept 

constant. On successful completion of one set of horizontal data capture the vertical gaze is 
changed to 5 degree up or down and next set of horizontal eye gaze data is captured. The 

maximum variation in eye gaze in horizontal direction is from -45 degree to +45 degree and in 

the vertical direction is from -30 degree to +30 degree using the pattern shown in figure 2. 
 

4. GAZE ESTIMATION METHODS 
 

Two of the commonly used gaze estimation methods are chosen and compared in this paper. In 

corneal reflection-based method the movement of corneal reflection w.r.t the pupil centre is 
analysed and in pupil-based method the movement of pupil centre w.r.t the eye centre is 

analysed. Corneal reflection formation requires an IR camera along with IR illuminators, whereas 

for pupil movement analysis any normal camera would suffice. But for accurate and efficient 
comparison data set used for both the methods are captured using an IR camera as the images 

includes all the features required for both the methods. This study can also be considered as a 

comparative study of what can be achieved with an IR camera and what can be achieved with a 
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normal camera. From the face images captured using the IR camera, eye region is detected and 
used for both the methods. Any state-of-the art method can be used to detect eye region, eye 

features and corneal reflection point. Eye features include corner points of eye, boundary of iris, 

pupil and pupil centre. 

 

4.1. Corneal reflection-based gaze estimation 
 
Near-infrared light directed towards the eyes forms bright reflections on the cornea called corneal 

reflection. As there are two sets of illuminators placed on either side of the lens, two bright spots 

are formed on the cornea. Centre of these two bright spots is referred to as corneal reflection 

centre in the whole paper and this spot is considered for the analysis. With the changes in eye 
gaze the corneal reflection centre moves around the pupil in some specific pattern. This specific 

pattern helps to estimate gaze angle. To find the relation between corneal reflection movement 

and gaze angle, measurements shown in (1), (2) and (3) are used. 
 

x = |PupilCenter_x – CornealReflectionCenter_x|               (1) 

   y = |PupilCenter_y – CornealReflectionCenter_y|               (2) 
   R = Radius of iris                                                                 (3) 

 

Figure 3 has x,y and R marked  
  

 
 

Figure 3. Measurements for gaze estimation from corneal reflection 
 

4.1.1. Horizontal gaze estimation using corneal reflection 
 
To estimate horizontal gaze angle from corneal reflection eye gaze is shifted only in the 

horizontal direction from left to right and vertical gaze angle kept constant. It is observed that 

when camera is aligned with the centre of face and the gaze is at the centre of the fixed pattern 
then the corneal reflection centre overlaps with the centre of pupil. When the gaze shifts towards 

left from the centre of the pattern then the corneal reflection moves towards right from the pupil 

centre. And when the gaze shifts towards right from the centre of the pattern then the corneal 
reflection moves towards left from the pupil centre. The corneal reflection moves farther from the 

pupil centre when the gaze shifts more towards left or right from the centre of the pattern. But 

this relation is not linear. To find the relation between corneal reflection position and horizontal 

gaze angle ’x/R’ is calculated for different horizontal gaze angles with vertical gaze angle kept 
constant. Instead of ’x’ and ’y’, ’x/R’ and ’y/R is used in the analysis to remove the dependency 

on image resolution and distance from the camera. The values obtained for ’x/R’ for varying 

horizontal angles are as shown in Figure 4.  
 

It is clear from the values that the relation is not linear as the difference between subsequent 

values is not constant. To find the non-linear relation connecting corneal reflection position with 

eye gaze angle, ’x/R’ is plotted against horizontal eye gaze and different curve fittings are tried 
on these calibration points. 
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Figure 4.  x/R values for different gaze angles 

 

 
 

Figure 5.  x/R vs gaze angle plot 

 
From figure 5 it can be observed that a third order polynomial is fitting the calibration points 

effectively. For easy comparative analysis polynomial regression is preferred in this paper over 

Gaussian or other methods. As the relation between horizontal gaze angle and corneal reflection 

position is established as a polynomial function, it is possible to calculate the gaze angle from the 
iris dimensions, pupil and corneal reflection centre position. 

 

HorzGazeAngle = −0.436 + 84.419(x/R)+ −0.694(x/R) 2 + −33.535(x/R) 3                (4) 

  
For a given person the relation represented in 4 is true for varying distance between camera and 

eyes. This relation is also true at varying vertical eye gaze angle. Figure 6 has ’x/R’ values at 
different vertical gaze angle and horizontal gaze angle kept constant (30 degree).  
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Figure 6. x/R at varying vertical gaze angle 

 
As observed in figure 6 ’x/R’ is a constant at different vertical gaze angle with horizontal gaze 

angle kept constant. 

 

When camera is not aligned with the centre of both eyes, then there is a shift in the polynomial 
curve from zero. The curve plotted in Figure 7 is with the camera shifted towards right by 10 

degrees.  

 

 
 

Figure 7. Shift in curve fitting with the shift in camera alignment 

 
It is important that any gaze estimation method should be generic enough to work on multiple 

people. To check how generic is curve fitting method for gaze estimation, eye images with 

horizontal gaze varying from -50 to +50 degree and vertical gaze angle kept as zero is collected 

from different people and a third order polynomial curve is fitted on these calibration points. 
Figure 8 has values from 3 different people marked in three different colours. The error in curve 

fitting is calculated and is found to be minimal. Error values of each coefficient of curve fitting 

has values as shown in table I. 
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Figure 8. x/R values from 3 different people 

 

Table 1: Error values of polynomial coefficients 

 

Coeff Value Error 

a 0.26 0.638 

b 81.85 2.192 

c -0.79 2.024 

d -34.82 4.576 

 

The polynomial curve in figure 8 is used to estimate gaze for person 1,2 and 3 and the error in 
gaze estimation is obtained as 1.33 deg, 1.61 deg and 1.11 deg respectively. When ’y/R’ is 

plotted against varying horizontal eye gaze angles (with vertical gaze angle kept constant) then 

the plot as shown in Figure 9 is obtained. As observed from Figure 9 ’y/R’ is constant for 
different horizontal eye gaze angle.  
 

 
 

Figure 9.  Horizontal gaze vs y/R 
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4.1.2. Vertical gaze estimation using corneal reflection 
 

Similar experiments which are done for horizontal eye gaze estimation has been done for vertical 

eye gaze estimation also. To find the relation between vertical gaze angle and corneal reflection 
position, data is captured with eye gaze shifting in vertical direction from -30 degree to 30 degree 

and horizontal eye gaze kept constant. Following are the key observations from this experiment:  

 
1. It is observed that when camera is aligned with the centre of both eyes and the gaze is at the 

centre of the fixed pattern then the corneal reflection centre overlaps with the centre of 

pupil. When the gaze shifts upwards from the centre of the pattern then the corneal 

reflection moves downwards from the pupil centre. And when the gaze shifts downwards 
from the centre of the pattern then the corneal reflection moves upwards from the pupil 

centre. The corneal reflection moves farther from the pupil centre when the gaze shifts more 

upwards or downwards from the centre of the pattern.  
 

2. ’y/R’ varies with vertical eye gaze as a linear equation. When ’y/R’ is plotted against 

varying vertical eye gaze angles (with horizontal gaze angle kept constant) then the plot as 
shown in Figure 10 is obtained.  

 

3. Vertical eye gaze can be estimated from the following eye coordinates: PupilCenter y, 

CornealReflectionCenter y, radius of iris.  
 

4. Relation between y/R and vertical gaze angle holds true with varying distance between the 

camera and face for a given person.  
 

5. Relation between ’y/R’ and vertical gaze angles measured at different horizontal gaze angle 

shows similar pattern (linear relation)  
 

6. ’y/R’ values collected from multiple people is mixed and plotted and the curve fitting error 

is found to be minimal. 7. With the shift in camera little up from the eye horizon there is a 

shift in curve from zero. 

 

 
 

Figure 10. y/R against vertical gaze change 

 

4.2. Pupil centre-based gaze estimation 
 

In this method the centre of pupil is tracked relative to the centre of eye for estimating gaze. For 
accurate and efficient comparison, the same set of images used for the corneal reflection 
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movement analysis are used for pupil-based method as well. Measurements shown in 5 and 6 are 
used for gaze estimation using pupil centre position.  

 

x = |PupilCenterx − EyeCenterx|     (5)  

R = DistanceBetweenEyeCornerPoints/2    (6) 

 

4.2.1. Horizontal gaze estimation using pupil centre 
 

To estimate horizontal gaze angle from pupil centre position, images of eye region are captured 

with gaze shifting horizontally from left to right with no head movement and the vertical gaze 

angle kept constant. The movement of pupil centre w.r.t the changes in gaze angle also shows 
some pattern but is different from the pattern formed by corneal reflection centre. When the gaze 

is at the centre of the pattern the pupil centre falls at the centre of eye. When the gaze shifts 

towards left or right the pupil centre moves in the same direction. This is unlike the corneal 
reflection position which moves in the opposite direction of gaze. But like corneal reflection 

movement, the movement of pupil centre with gaze change is not linear. To understand this non-

linear relation ’x/R’ is plotted against horizontal gaze angle and the plot as shown in figure 12 is 
obtained. It can be observed from figure 12 that a third order polynomial is fitting the calibration 

points effectively. 

 

   
 

Figure 11. Measurements for gaze estimation from pupil centre 

 

 
 

Figure 12. Pupil centre deviation with horizontal gaze change 

 
From the polynomial curve it is clear that the horizontal gaze angle can be calculated from pupil 

centre position and width of eye. This relation between gaze angle and pupil position also holds 

true for varying distance between camera and eyes. This is also true at varying vertical eye gaze 

angle. Figure 13 has ’x/R’ values at different vertical gaze angle and horizontal gaze angle equals 
to 30 degree. ’x/R’ is a constant with varying vertical gaze angle. 
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Figure 13. x/R at varying vertical gaze angle 

 
When the camera is not aligned with the centre of face, then there is a shift in the polynomial 

curve from zero.  

 
To check how generic is pupil centre-based gaze estimation method ’x/R’ values calculated from 

multiple people are mixed and a third order polynomial curve is fitted on these calibration points. 

Figure 14 has values from 3 different people marked in three different colours. The error in curve 

fitting is calculated and is found to be more when compared to the error obtained from the 
corneal reflection-based method. Table II has values of coefficients and its error values. 

 

The polynomial curve in figure 14 is used to estimate gaze for person 1,2 and 3 and the error in 
gaze estimation is obtained as 3.72 deg, 4.61 deg and 4.88 deg respectively. The higher error in 

the pupil-based approach is because of the variation in eye shape from person to person. 
 

 
 

Figure 14. Pupil movement in different people 
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Table 2: Error values of polynomial coefficients 

 

Coeff Value Error 

a -2.21 2.67 

b 83.01 10.41 

c 12.54 14.43 

d -7.14 43.20 

 

4.2.2. Vertical gaze estimation using pupil centre: 
 
To estimate vertical gaze angle from pupil centre position, images of eye region are captured with 

gaze shifting vertically and the horizontal gaze angle kept constant. Figure 15 is for vertical gaze 

angle equals 0, +10 and -10 degree and horizontal gaze angle kept as ’zero’. In all the three cases 
the pupil centre is lying above the horizontal line connecting the eye corner points.   

 

   
 

Figure 15. Pupil movement with vertical gaze change 

 
In the case of Corneal reflection-based method, the target point is moving around the centre of 

pupil in a defined pattern and the pupil centre point can be considered as a reference point. All 

calculations to estimate eye gaze is independent of the width/height of the eye.  

 
Whereas in the case of pupil centre-based method there is no fixed reference to estimate vertical 

gaze angle and hence the estimation becomes difficult. The variation in eye shape from person to 

person makes the gaze estimation challenging with pupil- based method. 
 

5. MINIMUM GAZE ANGLE MEASURABLE 
 

In certain applications it is important to correctly differentiate the gaze change while the eye gaze 

is shifting between two points which are lying really closer. For example, to predict at which 
point on the infotainment cluster the driver is looking at, high precision gaze estimation 

techniques are required. The difficulty in gaze estimation increases when the need for precise and 

high-resolution gaze estimation is required. A comparative study is done on similar lines for pupil 
based and corneal reflection-based gaze estimation to find out which method is more efficient for 

precise high-resolution gaze estimation. In order to perform this comparison a fixed pattern in 

which the points are closely marked is placed in front of the person at 50cm distance from eyes 
and the gaze is varied horizontally between these closely marked points from left to right. Images 

of resolution 1280 x 964 are captured using the IR camera. Deviation in corneal reflection centre 
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from pupil centre and pupil centre from eye centre has been measured in pixels for each of the 
horizontal gaze angle. Table III contains the values, with the gaze changing from one point to 

next point with an offset of 1 degree.  

 
Table 3: Minimum gaze angle measurable 

 

Horz gaze 

angle 

(degree) 

CR 

deviation 

(pixels) 

Pupil 

deviation 

(pixels) 

1 1 3 

2 2 3 

3 2 3 

4 2 4 

5 2 5 

6 3 5 

7 3 5 

8 3 7 

9 4 7 

10 4 8 

11 4 8 

12 5 9 

13 5 10 

14 5 10 

15 5 10 

16 5 11 

17 6 11 

18 6 11 

19 6 13 

20 6 13 

 

From the values shown in table III it can be inferred that the minimum gaze angle measurable 

with corneal reflection-based method is 4 degree and with pupil-based method is 3 degree for the 
given image resolution and distance from the camera. The resolution at which the gaze angle can 

be measured will always depend on the resolution of image captured. And for a given camera the 

resolution of gaze estimation depends on the distance of the camera from the eyes. With the 

increase in image resolution or with the camera placed more closer to the eyes, the gaze 
estimation resolution can be improved. 
 

6. CONCLUSIONS 
 

Gaze estimation method, its accuracy and efficiency are highly subjective to the use case it is 
meant for. Choosing the right method hence depends on many parameters. In this paper a 

comparative study of two methods are done under various scenarios. The pupil-based method has 

few limitations but it can work with any camera which can capture image of eye region clearly. 

Pupil based method doesn’t need any IR illuminators and uses only eye features for gaze 
estimation. The corneal reflection method has few advantages, but it requires infra-red 

illuminators to illuminate the eyes for forming the bright spot on cornea. On the other hand, using 

IR camera and IR illuminators is useful in low light or dark scenarios like in driver monitoring 
systems. From the analysis done on the resolution of gaze estimation it is observed that pupil- 
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based method has better gaze resolution than corneal reflection-based method with the given 
camera setup. 
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