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ABSTRACT 
 
In this paper we present a Convolutional Neural Network consisting of NASNet and MobileNet 

in parallel (concatenation) to classify three classes COVID-19, normal and pneumonia, 

depending on a dataset of 1083 x-ray images divided into 361 images for each class. VGG16 

and RESNet152-v2 models were also prepared and trained on the same dataset to compare 

performance of the proposed model with their performance. After training the networks and 

evaluating their performance, an overall accuracy of 96.91%for the proposed model, 92.59% 

for VGG16 model and 94.14% for RESNet152. We obtained accuracy, sensitivity, specificity 

and precision of 99.69%, 99.07%, 100% and 100% respectively for the proposed model related 

to the COVID-19 class. These results were better than the results of other models. The 

conclusion, neural networks are built from models in parallel are most effective when the data 

available for training are small and the features of different classes are similar. 
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1. INTRODUCTION 
 
In late 2019, a new strain of coronavirus emerged and was named coronavirus disease 2019 

(COVID-19), and the first case of COVID-19 infection was registered in Wuhan, China [1], there 

are many symptoms that appear on a person with COVID-19 such as fever, cough, cold 
,shortness ordifficulty in breathing, problems in respiratory systems and pain in the joints[2]. 

According to The World Health Organization(WHO) the number of deaths by COVID-19 has 

exceeded 506 thousand, the number of confirmed cases has reached over 10 million and the 

number of recovery cases has reached 5.24 million[3]. Given the rapid spread of COVID-19 and 
its devastating effects on the lifestyle of people and their lives, countries resorted to applying the 

general quarantine to stop the spread of COVID-19, which led to catastrophic consequences for 

countries economy, so it was necessary to develop means to detect COVID-19, because early and 
wide detection means reducing the spread of the disease. According to WHO, the respiratory tract 

infection, specifically the lung infection is considered one of signs and symptoms of COVID-

19[3]. 
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As is well known, a radiological diagnosis X-Ray and CT images can be used to detect and 
diagnose respiratory problems, and using radiological diagnosis, this helps to overcome the 

shortage and scarcity of the examination tools and allowing to examine the largest possible 

population for the availability of radiological diagnostic devices in most hospitals and 

laboratories. But there is a disadvantage in radiological diagnosis, due to the necessity of needing 
an expert in radiology to confirm and diagnose the disease, which leads again to slowing the 

process of diagnosis and increase the cost, so the approach suggested in this paper is to use deep 

Convolutional Neural Network (CNN) to diagnose and detect COVID-19.The model we 
proposed is a CNN model which is based on the concatenation of NASNet-Mobile [4] and 

MobileNet [5] for classified three classes COVID-19, normal and pneumonia.  

 

2. RELATED WORK 
 
To diagnose COVID-19 disease by using convolutional neural network CNN based on X-ray 

images, several searches have been introduced in this field.In [6] the authors used a network 

consisting of Xception [7] and ResNet50-v2 [8] in parallel on a dataset of 15085X-ray images. 
They used a cross validation strategy to training the network, this proposed model achieved an 

average overall accuracy of 94.4%. In [9] the authors presented a CNN model named nCOVNet 

which is based on the VGG19 model [10], transfer learning was used to retrain the model on a 
dataset consisting of 284 X-ray images for the two classes COVID-19 and normal. After training 

the model achieved an overall accuracy of 88.10%, sensitivity of 97.62% and specificity of 

78.57%. In [11] the authors presented a CNN model called CoroNet based on Xception 

architecture. The model was trained on a dataset consisting of 1251 X-ray images for four classes 
COVID-19, normal, bacterial pneumonia and viral pneumonia. The model achieved an overall 

accuracy of 89.69%, specificity of 93% and 98.2% related to the COVID-19 class. The model 

was also trained in three classes COVID-19, normal and pneumonia (mixture of viral and 
bacterial), and obtained an overall accuracy of 95%. In [12] the authors used transfer learning 

technique to train the VGG19model on a dataset of 445 X-ray images for COVID-19 and normal 

classes. They achieved an overall accuracy of 96.3%, sensitivity of 97% and precision of 91.7% 
related to the COVID-19 class. In [13] transfer learning technology was used to train VGG19 

[10], MobileNet-v2 [14], Inception [15], Xception [7] and Inception ResNet-v2 [16] on a dataset 

consisting of 1428 X-ray images for three classes COVID-19, normal and bacterial pneumonia, 

They got 99.10% sensitivity for COVID-19 class from MobileNet model.  After that, a group of 
X-ray images of viral pneumonia was added to the previous dataset and then trained on 

MobileNet model, the model achieved an overall accuracy of 94.72% and 96.78% accuracy for 

the COVID-19 class. 
 

The remainder of this paper can be summarized as follows. In section three we explain the 

methodology which consists of the proposed model and the dataset which is used for training the 

model, then in section four we will show the results we obtained from the proposed model and 
other models, then in section five we will discuss the results and in section six we will  show the 

conclusion that we reached. 

 

3. METHODOLOGY 
 

3.1. Dataset 
 
Due to the lack of available resources for chest X-ray images of those people with COVID-19, 

the dataset that is used in this paper were collected from several sources. The first source which is 

COVID-19 image data collection [17],is available on GitHub website and only 142 images were 
taken for COVID-19 class. The second source which is COVID-19 Radiography database[18], is 
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available on Kaggle website, contains 219 cases for COVID-19, 1341 normal and 1345 for viral 
pneumonia, all images from COVID-19 cases were taken as well as 361 from normal cases. The 

third source which is chest x-ray images (pneumonia) [19],is available on Kaggle website, 

contains 5863 x-ray images for two classes normal and  pneumonia(a mixture of viral and 

bacterial),and 361 cases were taken for the pneumonia class. After collecting the images from the 
three sources, we had 1083 images divided into 316 images for each class. We divided the dataset 

into 759 images for training and 324 for validation. We did not perform any process to check the 

accuracy of the data, we satisfied with the reliability of the sources and the data was divided 
randomly. 

 

3.2. Convolutional Neural Network 
 

Convolutional neural network (CNN) is type of neural network which is very effective in the 

field of image classification and problem solving of image processing. The word convolution 
refers to the filtering process that happen in this type of networks [20]. This networks consist of 

multiple layers which are: The convolution layer which is the core layer and it works by placing a 

filter over an array of image pixels, this then creates what is known as a Convolved Feature Map 
(CFM). The pooling layer which reduces the sample size of feature map, this makes processing 

too faster [20], by reducing the parameters that the network needs to process. A Rectified Linear 

Unit Layer (Relu) that acts as an activation function ensuring Non-Linearity. A Fully Connected 

Layer allowing us to perform classification on our dataset. 

 

COVID-19 symptoms are often identical to the symptoms of other viral pneumonia and because 

of the similarity of the effect of COVID-19 and the effect of the other infections on the lung [21, 
22]. It is difficult to diagnose with X-Ray images except by an experienced X-Ray expert. But is 

easier to diagnose with the neural networks. With the great similarity between the effect of 

COVID-19 and other pneumonia, such as viral pneumonia, it is necessary to build a deeper neural 
network in order to be able to classify properly, but this type of network requires a large dataset 

and high computing capabilities for training. Whereas building a network of two models in 

parallel has the ability to learn different and overlapping high-level and low-level features [23].  

 
So we built a network of two models in parallel (concatenation) to have a high ability to extract 

and classify features properly, so we used NASNet-Mobile [4] and MobileNet [5] to configure 

this network. NASNet-Mobile was chosen for several reasons, including the small number of 
parameters as well as the ability to achieve state-of-the-art result and less complexity [4, 24]. 

MobileNet was also chosen for several reasons, including the small size and lack of complexity 

in it’s structure because it is based on the DepthWise Separable Convolution [5, 25].As noted in 

figure.1, global average pooling, global max pooling and flatten have been linked in parallel to 
improve the network performance and help to prevent overfitting and create a feature map for 

each category in the last layers [26]. To compare the performance of the proposed network, two 

models VGG16 [27] and RESNET152-v2 [28] were prepared and trained on the same dataset. 
These two models are the most popular used. The VGG16 model is very popular and widely used 

because of pre-trained weights were made freely available online. RESNET152-v2 also is one of 

the most popular models which "introduced the concept of Residual Learning in which the 
subtraction of features is learned from the input layer by using shortcut connection"[29]. 

 
 



20    Computer Science & Information Technology (CS & IT) 

 
 

Figure. 1. The architecture of the proposed network, concatenation of two models 
 

3.3. Transfer Learning  
 

A technique for reusing the weights of pre-trained network on a task similar to the current task as 
classification. We have used this technique to train all previously mentioned models, which 

makes it easier for us to train new models in less time and few computing resource. 

 
Table 1 Training Hyper-Parameters. 

 

Hyper-

Parameters 

Models 

VGG16 ResNet152 Proposed 

Batch Size 32 32 32 

Learning Rate 1e-3 1e-3 1e-3 

Epochs 50 30 30 

Image Size 200,200 200,200 200,200 

Optimizer 
Function 

Adam Adam SGD 

Data 

Augmentation 
No No No 

Loss Function 
Categorical-
crossentropy 

Categorical-
crossentropy 

Categorical-
crossentropy 

Validation 

Split  
0.30 0.30 0.30 

 

4. RESULTS  
 

After the training the models and evaluating their performance with confusion matrix we 

obtained the following results. 
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Figure.2. Confusion Matrix for the VGG16 Model 

 

 
 

Figure.3. Confusion Matrix for the ResNet152 Model 

 

 
 

Figure. 4. Confusion Matrix for the Proposed Model 
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Confusion Matrix is a matrix that is used for describing the performance of the classification 
model on a set of validation data whose true values are already known, confusion matrix is useful 

for measuring accuracy, sensitivity, specificity, precision and F-Measure. To calculate these 

values it is necessary to know four parameters which are True Positive (TP), True 

Negative(TN),False Positive (FP) and False Negative(FN) and how to compute them, Suppose 
we wanted to calculate the four parameters mentioned previously for one of the classes and let’s 

assume that the class isCOVID-19. So we have as follows.   

 
TP: refers to the cases that belong to the COVID-19 cases and were classified under COVID-19 

cases. TN: refers to the cases that belong to the other cases normal and pneumonia, and were not 

classified under COVID-19 cases, FP: refers to the cases that belong to the other cases and were 
classified under COVID-19 cases and FN: refers to the cases that belong to COVID-19 cases and 

were not classified under COVID-19 cases. Tables 2, 3 and 4 shows the results of the four 

parameters for the three models related toCOVID-19, normal and pneumonia classes 

respectively. Now based on these parameters we can calculate the following evaluation metrics 
which are accuracy for each class, sensitivity, specificity, precision and F-measure.  

 

Sensitivity for COVID-19 tell us what percentage of cases with COVID-19 were correctly 
identified, Specificity for COVID-19 tell us what percentage of cases without COVID-19 were 

correctly identified, Precision tell us what percentage of cases that actually belong to the COVID-

19 cases from all cases that classified as COVID-19.  F-Measure which is the harmonic mean of 
sensitivity and precision. 

 

Overall Accuracy = correct predictions / total predictions. 

Accuracy for each class = (TP + TN) / (TP + FP + TN + FN) 
Sensitivity = TP / (TP + FN) . 

Specificity = TN / (TN + FP). 

Precision = TP / (TP + FP) 
F-Measure = 2*Sensitivity*Precision / (precision + Sensitivity) 

From the previous Confusion Matrixes, we calculated the four parameters and presented 

them in the following tables for each class. 
 

Table 2 Four parameters related to the COVID-19 class. 

 

Model TP FP TN FN 

VGG16 105 1 215 3 

RESNet152 93 0 216 15 

Proposed 107 0 216 1 

 
Table 3 Four parameters related to the Normal class. 

 
Model TP FP TN FN 

VGG16 108 20 196 0 

RESNet152 104 1 215 4 

Proposed 106 7 209 2 

 
Table 4 Four parameters related to the Pneumonia class. 

 
Model TP FP TN FN 

VGG16 87 3 213 21 

RESNet152 108 18 198 0 

Proposed 101 3 213 7 
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From parameters value, we calculated overall accuracy and accuracy, sensitivity, Specificity, 
precision and F1-score for each class and presented the results in the following table. 

 

Table 5 Overall accuracy and Evaluation Metrics for each class from three models. 

 

 Evaluation Metrics 
Models 

VGG16 RESNet152 Proposed 

Overall Accuracy 92.59 94.14 96.91 

COVID19 Accuracy 98.77 95.37 99.69 

Normal Accuracy 93.83 98.46 97.22 

Pneumonia Accuracy 92.59 94.44 96.91 

COVID19 Sensitivity 97.22 86.11 99.07 

Normal Sensitivity 100 96.3 98.15 

Pneumonia Sensitivity 80.56 100 93.52 

COVID19 Specificity 99.53 100 100 

Normal Specificity 90.74 99.54 96.76 

Pneumonia Specificity 98.61 91.67 98.61 

COVID19 Precision 99.06 100 100 

Normal Precision 84.38 99.05 93.81 

Pneumonia Precision 96.67 85.71 97.12 

COVID19 F-Measure 98.13 92.54 99.53 

Normal F-Measure 91.53 97.66 96.93 

Pneumonia F-Measure 87.88 92.31 95.29 

 

5. DISCUSSION  

 
Since the goal of this paper is to detect and diagnose COVID-19, we will focus on the overall 
accuracy of the models and the results related to the COVID-19 class, which are accuracy, 

sensitivity, specificity, precision and F-measure. From table 5, we note that the VGG16 model 

has achieved 92.59% overall accuracy, the RESNet152 model has achieved 94.14% overall 

accuracy and the proposed model has achieved 96.91% overall accuracy which is the best. Also 
from table 5, we note that the VGG16 model has achieved 98.77% accuracy, 97.22% sensitivity, 

99.53% specificity, 99.06% precision and 98.13 F-measure for the COVID-19 class. And the 

ResNet152 model has achieved 95.37% accuracy, 86.11% sensitivity, 100% specificity, 100% 
precision and 92.54 F-measure for COVID-19 class. It is noticeable that the VGG16 

andRESNet152 models have achieved a good performance, but the VGG16 model has 

outperformed the RESNet152 through accuracy, sensitivity and F-measure, but achieved fewer 
results through specificity and precision. By reviewing the results of the proposed model in table 

5, we note that the model has outperformed the previous two models through the results of the 

COVID-19 class while having some deficiencies in other classes. We note that the sensitivity of 

the proposed model is very high, which means that the model is very sensitive to images of 
COVID-19 class, and very suitable for detect COVID-19.When a large dataset of COVID-19 is 

available, we will increase the number of paths and test the model on it. 
 

6. CONCLUSION AND FUTURE WORK 
 

we have provided a deep neural network consisting of two models in parallel with low parameters 

and does not need a large dataset or highly computing resources for training. This network has 

the ability to extract features well, learn and classify them with high accuracy. Then we compared 
the network performance with two networks that are popular which are VGG16 and RESNet152-
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v2 in terms overall accuracy, accuracy for each class, sensitivity, specificity and F-measure. The 
result of this network were very good and satisfactory compared to the result obtained from other 

networks. Thus we come to conclusion that the neural networks in this way are very effective in 

the event that the available dataset are few, and there is a great similarity in the features between 

the classes.  In the future works, we will test the model on a different dataset and develop the 
model so that it is very effective in medical diagnostics. 
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