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ABSTRACT 

 

This paper deals with the problem of errors in a biometric system that may arise from poor 

lighting and spoofing. To tackle this, images from the Terravic Facial Infrared Database have 

been used with Fast Wavelet Transform (FWT), an ensemble of classifiers and feature 

extractors, to reduce errors encountered in thermal facial recognition. By dividing the image set 

into a training set, comprising 1000 thermal images of 10 persons wearing glasses (X) and a 

test set comprising 100 image samples (y), of the same persons in glasses. A mean percentage 

error of 0.84% was achieved, when a Convolutional Neural Network (CNN) was used to classify 

the image set (y), after training with (X). However, when the images where pre-processed with 

Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) and k-Nearest 

Neighbors (KNN) classifier, a mean percentage error of 0.68% was achieved with the CNN 

classifier. 
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1. INTRODUCTION 
 

The use of physical and behavioural attributes to recognize people is known as "biometric 

authentication" and this involves recognizing persons using attributes such as iris, finger print, 

voice sample, gait or facial features [1]. Among these attributes, the face possesses a unique set of 

features, for automatic detection and authentication of a person through computer vision. To 

successfully achieve this, under varying weather and lighting conditions, thermal imaging can be 

utilized to deal with some of the challenges associated with standard imaging methods. However, 

certain issues still exist with thermal images, such as the low quality of the images and the 

inability of humans to easily recognize persons in thermal images [2]. As a result feature 

extraction based on a robust approach, is required for person recognition using thermal images to 

reduce errors. In this paper, a comprehensive experimental study on facial recognition in thermal 

images is presented; FWT [3], PCA [4] and LDA [5] have been applied for facial feature 

Extraction and KNN [6] with CNN algorithms for human classification [7]. 

 



134 Computer Science & Information Technology (CS & IT) 

 

The focus here is to exploit the combined strengths of FWT, PCA, popularly known as Eigen 

faces and LDA, popularly known as Fisher faces [8]. To improve feature detection from 1000 

facial thermal images, in the Terravic Facial Infrared Database [9] and achieve improved 

classification of the features, using KNN and CNN classifiers. Experiments show that the mean 

squared error for the CNN classifier is reduced through pre-processing and pre-classification with 

PCA, LDA and KNN algorithms respectively. 

 

2. RELATED WORK 
 
Debotosh et al. [10] experimented using the Terravic Facial IR Database, with two methods for 

face recognition: (1) Haar wavelet transform and (2) Local Binary Pattern (LBP). (1) The Haar 

wavelet transform method was applied with a cropping technique by binarizing the thermal faces, 

to separate them from their background, before feature extraction with Haar wavelet transform. 

(2) For the LBP method, each facial image was converted into 161 sub images, each comprising 8 

by 8 pixels. These were concatenated into rows; which were processed to yield a more refined set 

of features using PCA. The reduced images, where then classified using a multi layer feed 

forward neural network and a minimum distance classifier. The weakness of this method is that, 

through cropping of the faces, some soft biometric information (physical and behavioural, such as 

material accessories worn) which can be used, to improve the matching accuracy of the 

classification system, are lost [11],[12],[13],[14]. Brais et al. propose recognition, in thermal 

images, through the detection of the eyes, nostrils and mouth, the subsequent decomposition into 

a feature vector with Haar wavelets, then classification using SVM and Gentle boost [15]. 

Christian et al. achieved an error rate reduction of up to 80% on LWIR images, on the AMROS 

and OTCBVS benchmark datasets, with detection using Maximally Stable Extremal Regions 

(MSER) and classification with a Convolutional Neural Network (CNN). With MSER acting as a 

hot spot detector and CNN as a classifier for detected hot spots [16]. 

 

The ensembling of classifiers, help algorithms achieve better results, however this has to be done 

with an understanding of the needed computing power and a knowledge of the strengths and 

weaknesses of individual classifiers [17], [18]. For deep CNN, Alex et al. [19] used non-

saturating neurons and a GPU implementation of the CNN, to classify 1.2 million high resolution 

images. Despite their ability to learn complex patterns, CNNs are known to be easily fooled [20], 

[21]. Research work has been done, in the area of understanding CNNs, their flaws and ways to 

make them work better [22], [23], [24]. One is by using them with a less complex classifier, such 

as least squares regression and a linear classifier, this combination was used to achieve high 

training speed with low implementation complexity, on the MNIST test set, NORB-small and 

SVHN databases [25]. The same approach was used to improve the CNN algorithm’s efficiency 

and reduce errors by [26]. Other variations of CNN-based classification are possible and would 

require additional research to discover. In an attempt to do this, we have analyzed the merits of 

ensembling a local learning algorithm, such as K-Nearest Neighbours (KNN) with Convolutional 

Neural Networks (CNN). 

 

3. THE PROPOSED METHOD 
 

We propose a combination-based approach for classifiers on the Terravic Infrared Database. By 

experimenting with a wavelet transform technique and known feature extraction algorithms. We 

found out that the combination of a spot classifier algorithm (KNN) and a deep learning classifier 
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algorithm (CNN) reduces errors, when attempting to make predictions on samples not in the 

training set. 

 
 

Figure 1. Proposed structure for CNN thermal face recognition combined with KNN. 

 

3.1. The Terravic Infrared Database 

 
The Terravic Facial Infrared Database is a sub set of the OTCBVS benchmark data set, a public 

database available, exclusively for educational and research purposes, for experiments in the area 
of computer vision algorithms and for exploring the advantages that derivable from using the 

invisible spectrum in real world applications. The benchmark comprises 12 separate categories of 
thermal images of which the Terravic Facial IR Databases is one [9]. 

 

Figure 2. Sample images from a glasses wearing group in the Terravic Facial Infrared Database 
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3.2. Fast Wavelet Transform (FWT) 

Wavelet transform techniques are commonly used in image processing applications involving 

images with low signal-to-noise ratio such as thermal images [27]. 

 

It works by dividing an image into high and low frequency areas that can be represented 

graphically as sub bands. Several wavelet transform methods exist such as the Discrete Wavelet 

Transform (DWT) and Fast Wavelet Transform [3]. The Fast Wavelet Transform method, is used 

here, among the transform tools in Large Time Frequency Analysis Toolbox (LTFAT), in Octave, 

because of its simplicity and its application to thermal imaging [28]. 

 

 
Figure 3. Visualized FWT of glass wearing images, from the Terravic Facial Infrared Database, showing 

spatial and frequency data represented using 4 sub bands 

 

3.3. Principal Component Analysis (PCA) 
 

PCA is a transform technique used for extracting points of highest variance or principal 

components, from data through an orthogonal projection of these points onto a new coordinate in 

a lower dimensional feature space. For on the spot classification using algorithms such as KNN, 

the fewer the number of components the easier it is to compute the most proximal example in the 

feature space [29]. Mathematically this is represented as: 

 

AV =  λV                                                                     (1) 

 
Where A=Matrix,V = Eigen vector matrix, λ = Diagonal matrix of corresponding Eigen values 

The figure below shows Eigen faces from the thermal facial dataset, after principal component 
analysis. 
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Figure 4. A Eigen face feature set, visualized after Principal Component Analysis (PCA), from the Terravic 

Facial Infrared Database, glass wearing images. 

3.4. Linear Discriminant Analysis (LDA) 

Fisher face is an enhancement of the Eigen face technique, achieving dimensionality reduction 

using Linear Discriminant Analysis (LDA). Unlike PCA, it seeks a projection axes between 

images, upon which to measure the variance of their data points, by maximizing between class 

differences and minimizing within class differences [30]. Mathematically this is represented as: 

 

SbV  =  λ SwV                                                                         (2) 

 

Where  Sw  = within class differences, Sb = between class differences, V = The eigen vector 

matrix, λ = Eigen values 
 

The figure below shows Fisher faces from the thermal facial dataset, after Linear Discriminant 

analysis. 

 

Figure 5. A Fisher face feature set, visualized after Linear Discriminant Analysis (LDA), from the Terravic 

Facial Infrared Database, glass wearing images. 
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3.5. K-Nearest Neighbors 

For these experiments, involving PCA, LDA and K-Nearest Neighbours (KNN), we have used 

the Byte fish face recognition tool box [31]. KNN is an instance based learning classifier, which 

works without parameters but with the K closest training examples, in the feature space, as its 

input. Given a training set ranging from M1 to MK, it finds the best k means sample that can be 

used to represent the entire training set and classifies successive points Ni, based on their 

proximity P to the means. 

 

C (Ni) = P (Ni, Mk)                                                                   (3) 

 

 
Figure 6. KNN local classification method based on distance from training example 

 

3.6. Convolutional Neural Network (CNN) 

We have used CNN tools from, Rasmus Berg Palm's, deep learning tool box [33]. The structure 

of our deep neural network, consists of 6 layers an input layer, 2 convolution layers, with 2 sub 

sampling layers and an output layer, this is shown in table I below. We trained the model several 

times with different initial seeds for each training session, the CNN network did a 100 epochs 

running 50 batches per epoch. After which the mean-squared error for the batch was plotted 

against the number of iterations. An error of 0.86% was achieved at the 100th iteration of the 

gradient descent. 

 
Table 1. Convolusional Network Architecture 

 

Activation function Sigmoid 

Input Layer 1 

Number Convolusion Layers (CL) 2 

Convolusion layer Output maps 6 

Convolusion layer Kernel size 5 

Number Sub sampling (pooling) layers 2 

Sub sampling layers scale 2 

Alpha 1 

Batch size 50 

Number of epochs 100 
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Figure 7. CNN deep classification method based on convolution and sub sampling 

4. EXPERIMENTS 

 

4.1. Fast Wavelet Transform 
 
We experimented with Fast Wavelet Transform, using the Large Time-Frequency Analysis 

Toolbox (LTFAT) in Octave and produced 4 sub-bands from the 76800 by 144 data matrix, 

shown in Fig.3. The fourth sub band being the richest in time-frequency (TF) features was used to 

develop a confidence matrix (38400 by 144) which was subjected to Principal Component and 

Linear Discriminant Analysis. 

 

4.2. Feature Extraction 
 

Both PCA and LDA performed similarly on the TF features, when used with KNN for 

classification, producing a test set accuracy up to 16.67%, for 20 PCA and LDA components. 

 

4.3. Classification 
 

After training and classification with CNN and then re-training and classifying with KNN, PCA 

and LDA, it was observed that KNN’s local prediction method improved CNN’s deep and 

exhaustive approach to classification, and reduced errors on the TF feature set. Figures 6 and 7 

below show this improvement. 

 

 
 

Figure. 8. CNN classification without PCA, LDA and KNN, using the time-frequency (TF) features, of 

images from the Terravic Facial Infrared Database, glass wearing images. 
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Figure. 9. CNN classification with PCA, LDA and KNN , using the time-frequency(TF) features, of images 

from the Terravic Facial Infrared Database, glass wearing images. 

 

4.4. Classification Explained 
 

The combination of FWT and CNN algorithm, achieves an average of 0.84% error, on the test set 

after training, by also recognizing 9 people out of 10 among 100. While the combination of FWT, 

PCA, LDA and KNN algorithms after training, achieves 0.86% error on the test set, by 

recognizing 9 people out of 10 among 100. The combined predictions show each algorithm 

making up for the shortcoming of the other, as the 1 person not recognized by the CNN classifier, 

was recognized by KNN and vice versa; making the union of results from both classifiers, yield a 

total decrease in the percentage error. 

 

4.5. Results Analysis 
 

Comparing the CNN and KNN algorithm approaches to classifying thermal facial images, we 

find that (1) Fast Wavelet Transform helped PCA and LDA with time-frequency (TF) features, 

for analysis on the facial thermal images. (2) KNN with PCA and LDA generalize well to new 

examples for a smaller test set of similar images, such as 40 images of 2 – 5 people wearing 

glasses, but do not for a larger test set, of up to 100 images of the same people. (3) CNN 

generalizes well for a large test set but doesn’t do so for a smaller one comprising images of the 

same people. (4) The use of CNN with KNN, PCA and LDA on a large test set, improves 

classification, among images for both those with close distance in similarity, using soft biometric 

features such as glass wearing, and those without it. 

 

5. CONCLUSION 

 
The K-Nearest Neighbours (KNN) simplicity, based on distance geometrically, is demonstrated 

using the Terravic Facial Infrared Database. It moderates decisions made by the Convolutional 

Neural Networks (CNN), when classifying thermal facial images that are similar, in terms of soft-

biometric features. Other soft biometric features should be experimented with, using CNN, FWT 

and KNN, and the results compared with the research we have presented in this paper. 
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Table 2. Experimental Results 

 

Feature Extraction FWT Result 

FWT Sub-band 1 9600 features 

FWT Sub-band 2 9600 features 

FWT Sub-band 3 19200 features 

FWT Sub-band 4 38400 features 

Algorithm Result 

FWT Sub-band 4 +20 PCA+KNN TPR 8.33% 

FWT Sub-band 4 +20 PCA+KNN Accuracy 16.67% 

FWT Sub-band 4 +20 LDA+KNN TPR 8.33% 

FWT Sub-band 4 +20 LDA+KNN Accuracy 16.67% 

FWT Sub-band 4 +20PCA+120 LDA+KNN 0.86% Error (Training set) 

FWT Sub-band 4 +20PCA+120 LDA+KNN 0.89% Error (Test set) 

FWT Sub-band 4 +20PCA+120 LDA+KNN 0.89% Error (CV set) 

FWT Sub-band 4 + CNN (session 1) 0.842% Error (Training, test and CV sets) 

FWT Sub-band 4 + CNN (session 2) 0.845% Error (Training, test and CV sets) 

FWT Sub-band 4 + CNN (session 3) 0.848% Error (Training, test and CV sets ) 

FWT Sub-band 4 + CNN 0.84% Error (Average) 

FWT Sub-band 4 + CNN + FWT Sub-band 4 

+20PCA+120 LDA+KNN 

0.68% Error 
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